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POPULATION WITH THE LARGEST pth QUANTILE

Khursheed Alam*
Clemson University

Abstract

The Bayesian approach has not been very fruitful in
treating nonparametric statistical problenms, due to the
difficulty in finding mathematically tractable prior
distributions on a set of probability measures. The theory
of the Dirichlet process has been developed recently. The
process generates randomly a family of probability
distributions which can be taken as a family of prior
distributions for the Bayesian analysis of some
nonparametric statistical problems. This paper deals with
the problem of selecting a distribution with the largest pti.
quantile value, from k 2 2 given distributions. It is
assumed & priori that the given distributions have been

generated from a Dirichlet process.

R

* The work was supported by the U.S. Office of Naval
Research under Contract No. 00014-75-C-0451.




1. Introduction. The Bayesian approach has been very useful

in treating statistical problems of parametric nature. In
treating nonparametric statistical problems, the scope of
Bayes methods is limited due to the difficulty of finding
mathematically tractable prior distributions on a set of
preobability measures. For practical application, the family
of prior distributions should be such that (i) its support
is large and that (ii) the posterior distribution, given a
sample drawn from the true distribution, is analytically
manageable. In a couple of papers, Ferqguson (1973, 1974)
has developed the theory of the Dirichlet process. The
process generates randomly a family of probability
distributions which can serve as a family of distributions,
with the properties (i) and (ii). Therefore, the process
can be used in the analysis of some statistical problems of
nonparametric nature, by the Bayes method.

In this paper we consider a problem of ranking and
selection. Given a sample of size n, drawn from each of k
univariate distributions Ql""’Qk' we want to select the
population associated with the largest pth quantile value,
which we call the "best" population. A Bayes procedure for
selecting the best population is given. It is assumed &
priori that the given distributions are k independent
realizations of a Dirichlet process. The given procedure

may be considered as a Bayes solution of a nonparametric

problem. In Section 2 we describe the Dirichlet process and
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its properties relating to the selection problem. In
Section 3 we describe the selection rule and derive a
formula for the probability of a correct selection.

The problem of selecting the population with the
largest pth quantile value arises in various situations of
practical interest. Gibbons, Olkin and Sobel (1977) have
given a number of examples to illustrate the importance of
the problem.

The problem of selecting the population with the
largest pth quantile value, from Kk populations and the
analogous problem of selecting a subset of the k populations
which includes the best population, have been considered by
Sobel (1967), Rizvi and Sobel (1967) and Desu and Sobel
(1971). The thrust of these papers is to find a "least
favorable" configuration of the populations for which £he
probability of a correct selection is minimized and to
determine a minimum sample size n such that the probability
of a correct slection is at least as large as a specified
number less than 1. Rizvi and Saxena (1972) give a

confidence interval for the largest pth quantile.

2. Dirichlet Process. First we describe the Dirichlet

distribution. Let xl,...,xk be k independent random

variables, where xi is distributed according to the gamma

distribution with vy degrees of freedom and a common scale

d




parameter, 1 =1,...k. Let 2 = Xi/ (

‘ X;). The

i=1

-

Dirichlet distribution with parameter (vl,...,vk) is given
as the joint distribution of zl,...,zk. Marginally, Zi is

i distributed according to the beta distribution with
parameter (vi, v1+...+vi_1+vi+1+...+vk).

The Dirichlet process is defined on a general space,

' but for the purpose of this paper we consider only (R,B),

where R denotes the real line and B denotes the og-algebra of

all Borel subsets of R. Let a(.) be a finite measure on
e (R,B), and let Q be a stochastic process indexed by the
- elements of B. We say that Q is a Dirichlet process with

parameter o, and write Q@ & D(e), if for every finite
‘ measurable partition (By.,...,B) of R, the vector
(Q(Bl),...,Q(Bm)) is distributed according to the Dirichlet
distribution with parameter (u(Bl),...,a(Bm)). Thus Q is a
random probability distribution on R, and Q(A) represents
the probability measure of A under Q, for A ¢ B.
It is known that Q is discrete with probability 1, and

that if X xn is a sample from Q then a posteriori,

gree
n

Qe D(a+ £ § ), where cx is a measure which
i=1 xi

assigns unit mass to the single point x. It is a drawback

that Q is discrete with probability 1. We should have a

prior that chooses a continuous distribution with

probability 1. However, Ferguson (1973) points out that the
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discreteness of Q does not limit the use of the Dirichlet
process as a family of prior distributions in certain
problems, such as the estimation of the guantiles.

We give below, certain properties of the Dirichlet
process which will be used in the sequel. The following
result is due to Ferguson (1973). Let Q be a realization of
the Dirichlet process with parameter ¢, and let M = a(R).

For estimating Q let the loss function be given by

L(Q,Q) = /__(Q(t) - Q(£))? dw(t)

-~

where Q denotes the estimate of Q, Q(t) = Q((-=,t]) and w is

a given finite measure on (R,B). Then a Bayes estimator of

Q is EQ = Q°, say, where
(2.1)  @%(t) = (a(=-=,t])/M.

The distribution Q° is our prior guess of Q. If a sample of

size n is drawn from Q, the Bayes estimator is given by

(2.2) Q@ =pQ° + (1-p)F
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where P, = M/(M+n) and F denotes the empirical distribution
function of the sample.

Let £ denote the pth quantile of Q, given by

Q((-=.8)) $ p s Q((-=,%1)

for O < p < 1. It is known that £ is uniquely determined
with probability 1. For estimating £ let the loss function

be given by

qg(&-%) for £ 2 §
L(g, £ ) =
(1-q) (5-%) for £ < &

where { is an estimate of [ and g is a given number, such

that 0 < g < 1. Any @th quantile of the distribution of §
is a Bayes estimate of the realized value of §, under the
given loss. Let b(x;a,c) denote the beta density function

and let u = u(p,q,M) be a solution of the equation,

(2.3) I(p;uM, (l-u)M) =1 - g




I(x;a,c) = !;‘ b(y:;a,c)dy

denotes the c¢df of the beta distribution. Then the
u(p,q,M)th quantile of Q° is a Bayes estimate of §. Given a
sample of size n drawn from Q, a Bayes estimate is the

u(p,q.M+n)th quantile of a, given by (2.2). Ferguson has

tabulated the values of u(p,q.M) for g = .05(.05).95, p =
.05(.05).95 and M = 1(1)10.

3. Selection rule. Let Zi denote the pth guantile of Qi’

and let Fi denote the empirical distribution function of the

sample drawn from Qi' From (2.2) we have that

(3.1) Q, =p, 2° + (1-p,)F,;

is a Bayes estimator of Qi and that Ei' equal to the
u(p.q,M+n)th quantile of Qi' is a Bayes estimator of Ei'

where the function u = u(p,q,M) is given by (2.3).

Therefore, we select the population associated with the

largest value of Ei as the best population. If two or more
of the Ei are tied for the largest value we select one of
them randomly. We shall ignore in the following discussion

the occurrence of a tie.
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The probability of a correct selection (PCS) for the

given rule, is obtained as follows: Let v = u(p.q,M+n) and

3(x) = [n(v-p; Q°(x))/(1-p,)]

where [x] denotes the smallest integer greater than or equal
to x.

Since the selection rule is symmetric, the PCS is given

by

~ ~

(3.2) PCS = KP{Ei < EK' Ei s EK, i=1,...,k-1}
=x/__ s, & Hxyrde(x,y)

where

(3.3) G(x,y)

P(§;, < x, §; sy}

P(Q,(x) 2 P, Q(y) 2 v}

P(Q,(x) 2 p, F;(y) 2 (v-p2°(¥))/(1-p,)}.

P(F,(y) 2 (v-p 2°(¥))/(1-p,)'Q,}

= I(Qy(y): ¥(y), n+l-¥(y)).




Therefore

(3.4) G(x,y) =71 I I(t;¥(y). n+l~¥(y))dH(s,t) :
s2p |

where H(s,t) denotes the joint cdf of s = Q,(x) and t = Q;(¥). !

Now (Q,(x), Q;(y)-Qi(x), 1-Q,(y)) is distributed

according to the Dirichlet distribution with parameter
(a(x), a(y)-a(x), M-a(y)) for x < vy, and (Q,(v),

Qi(x)-Qi(y), 1-Qi(x) is distributed according to the -same
distribution with parameter (a(y), <«(X)=a(y), M-a(x)) for
X > vy. Given Qi(y), Qi(x)/Qi(y) is conditionally
distributed according to the beta distribution with
parameter (a(x), a{y)=-a(x)) for x < Y, and
(l-Qi(x))/(l-Qi(y)) is conditionally distributed according
to the beta distribution with parameter (M-a(x), o(X)-c(y))

for x > y. Let ¢(x,y) = 1(0) for x <(>) 1 and let I(w;a,b)

= 1 for w 2 1. From (3.4) we have

1

{3.5) G(x,y) = fo

I(w; ¥(y), n+l-3(y)){(1-I1(E;a(x),a(y)~a(x)))

o(x,y) + (1-0(x, ) I1ER ;M-a(x), a(x)-a(y))}
b(w; a(y), M-a(y))du

for x #+ y and
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(3.6) G(y.y) = f; I(w;¥(y), n+l-¥(y))b(w; a(y); M-a(y))dw

The expression for the PCS given above, involves
several parameters, namely, k, p, g and n, in addition to
the measure «. Given k, p, 9 and a, a minimum value of n
can be determined such that the value of the PCS is at least
as large as a specified number between 0 and 1.

Through a minor modification of the selection rule
given above, we <can obtain a procedure for selecting a
random subset of the given populations which includes the
best population. The above result can be used to obtain the
probability of a correct selection for that procedure.

For an illustration of the given result, it would be
convenient to consider the special case in which a

represents'the uniform distribution on (0,1). For this case

we have
G(x,y) = Jg I(u;[(n+l)v-y], n+l-{(n+l)v-yl)
L-T(Bx, y=%))8(x, ¥)+(1-0(x,¥))
L3R 1-x,%-y)) b(u,y,1-y)du, x ¢
Gly,y) = f; I(u; [ (n+1)v-y), n+l-[(n+1)v-y])

b(u;y,1-y)du.

i
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4. Conclusion. In this paper we have developed the theory

of the Dirichlet process for application to a non-parametric

problem of ranking and selection. The given results are

mainly of theoretical nature. For practical application it

' would be necessary to justify or test the assumption that
the underlying distributions have been generated from a
, Dirichlet process. There are also questions relating to the i
‘ prior specification of the parameter e« and to the robustness
of the statistical procedures resulting from the given
i theory, as compared to certain parametric statistical
vj procedures. We shall discuss the application side of the

4 | selection problem in another paper. ;
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